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#### Abstract

The Debye-Waller factor of nickel has been measured by powder neutron diffraction over the range of scattering vectors $Q$ from 10 to $24 \AA^{-1}\left(\sin \theta / \lambda\right.$ from $0 \cdot 8$ to $2 \cdot 0 \AA^{-1}$ ). Pulses of epithermal neutrons produced by the Harwell LINAC were scattered from a flat sample at nearly back-scattering angles ( $2 \theta=150^{\circ}$ ), and observed as a function of their wavelength determined from their time of flight over a 4.6 m flight path. The resolution in $d$ spacing was observed to be nearly constant at about $\Delta d / d=1 \%$ over the above $Q$ range. After background subtraction, calibration using a standard vanadium scatterer, and corrections for absorption, the powder pattern was analysed using the techniques of profile analysis, in which a computed powder profile is least-squares fitted directly to the observed profile. The profile refined to an $\chi^{2}$ factor of $17 \%$, giving a simple Debye-Waller factor $\exp \left(-2 B \sin ^{2} \theta / \lambda^{2}\right)$ with $B=$ $0.34 \pm 0.04 \AA^{2}$. This value is appreciably less than the values of order $0.42 \AA^{2}$ obtained by neutron measurements at low $Q$. The inclusion of the fourth-order term $\exp \left(-2 C \sin ^{4} \theta / \lambda^{4}\right)$ predicted by anharmonic theory raised the fitted harmonic coefficient to $B=0.37 \pm 0.04 \AA^{2}$ in good agreement with X-ray and theoretical values, with $C=-0.012 \pm 0.006 \AA^{4}$.


## Introduction

The accurate determination of thermal and other parameters in crystallography depends to a considerable extent on the extension of Bragg intensity measurements to high values of the scattering vector $Q=$ $4 \pi \sin \theta / \lambda$. This arises because the spatial resolution obtained from a structure refinement is directly related to the minimum value of the $d$ spacings included. However data at high scattering vectors are not easy to obtain either with X-rays or with neutrons. With X-rays
the problem is the fall off in the atomic structure factor with $Q$. For example in nickel, this is only around $\frac{1}{10}$ of its forward direction value at a $Q$ of $10 \AA^{-1}$ and this residual value is not known with great accuracy. With thermal neutrons of wavelengths close to $1 \AA$ the maximum possible value of $Q$ is limited to the value of about $12 \AA^{-1}$ obtained in the back-scattering position. It follows that for higher values of $Q$ shorter-wavelength or epithermal neutrons must be used. If these are produced conventionally by Bragg reflexion from a monochromating crystal, there are serious problems
from the loss of monochromator reflectivity with decreasing wavelength. In the case of powder spectroscopy the requirements of resolution dictate that the short-wavelength neutrons be delivered at a large takeoff angle so that focusing techniques may be employed. This necessitates using a high-order monochromator reflexion with inevitably low reflectivity.

The advantages of a pulsed neutron source for Bragg intensity measurements were pointed out by Egelstaff \& Squires (1954; Egelstaff, 1961) and Lowde (1956). The time-of-flight spectrum recorded by a counter at a fixed scattering angle gives the powder pattern as a function of increasing $d$ spacing (Fig. 1). The method has been used for thermal-energy measurements by many authors both using reactor sources (Buras et al., 1964; Brugger, Bennion \& Worlton, 1967; Reichelt \& Rodgers, 1966; Schwartz, 1966; Lebech \& Mikke, 1972) and using LINAC sources (Moore, Kasper \& Menzel, 1968, Kimura et al., 1968). The use of a LINAC as the pulsed neutron source gives the advantage of a relatively large epithermal neutron flux compared to that from a reactor source. Also if suitably thin or poisoned moderators are used, the neutron pulse time can be made proportional to the wavelength giving a $d$-spacing resolution $\Delta d / d$ independent of $Q$, as we shall demonstrate theoretically and experimentally in the next section.
As was emphasized by Maier-Leibnitz \& Springer (1966), the use of a nearly back-scattering configuration enables the contribution to the resolution from the counter aperture to be made very small and recent measurements by Steichele \& Arnold (1973) using a pulsed reactor beam have confirmed the very high resolutions obtainable in this configuration. A LINAC pulsed source offers the further advantage that it becomes possible to match the large counter aperture with a large source aperture. In practice beam-chopping rotors giving pulse times comparable to those from a LINAC source have limited aperture and transmitted solid angle.
The prime disadvantages of the time-of-flight method are that the incident wavelength distribution must be independently determined and that the absorption and other corrections must be made at varying wavelengths. It was a primary objective of the present study to show that these factors could be adequately allowed for. When discussing the thermal parameters we shall use the term Debye-Waller factor to denote the function $\exp (-2 W)$ : The Debye-Waller parameter $W$ will be divided into a harmonic contribution $B \sin ^{2} \theta / \lambda^{2}$, where $B$ is the harmonic coefficient, and an anharmonic series of terms with higher even powers of $\sin \theta / \lambda$. However we shall only consider the quartic term $C \sin ^{4} \theta / \lambda^{4}$ and $C$ will be termed the anharmonic coefficient.

## Resolution considerations

We shall show that spectrometers whose overall pulse time is dominated by the epithermal neutron modera-
tion time give a resolution $\Delta d / d$ independent of wavelength.

In the time-of-flight method $d$ spacings are deduced by measuring the time of flight $T$ of neutrons traversing a total flight path $L=L_{0}+L_{1}$ (see Fig. 1) using a counter at a fixed scattering angle $2 \theta$. From Bragg's law we obtain for the $d$ spacing in terms of Planck's constant $h$ and the neutron mass $m$

$$
\begin{equation*}
d=\frac{\lambda}{2 \sin \theta}=\frac{h T}{2 m L \sin \theta} . \tag{1}
\end{equation*}
$$

Differentiation of this equation to find the fractional error in the $d$ spacing gives

$$
\begin{equation*}
\stackrel{\Delta d}{d}=\frac{\Delta T}{T}+\cot \theta \Delta \theta+\frac{\Delta L}{L} . \tag{2}
\end{equation*}
$$

Considering the first term, the time spread $\Delta T$ is strictly a convolution of the neutron thermalization time and the electron pulse time. On our optimized system the electron pulse time is only $1.7 \mu$ s so that in the wavelength range of the present experiment (above $0.5 \AA$ ) $\Delta T$ approximates closely to the neutron thermalization time. It has now been demonstrated that in suitably thin, poisoned or cooled moderators the build up of a Maxwellian neutron distribution is prevented or shifted to cold-neutron energies. The neutron-thermalization pulse times within this extended epithermal region can then be made for neutrons of wavelength $\lambda \AA$ or energy $E \mathrm{eV}$ (Day \& Sinclair, 1969; Fluharty, Simpson, Russell \& Menzel, 1969) of order

$$
\begin{equation*}
\Delta T \simeq 7 \lambda \mu \mathrm{~s} \simeq \frac{2}{V E} \mu \mathrm{~s} . \tag{3}
\end{equation*}
$$

The total flight time of the neutrons is also proportional to wavelength

$$
\begin{equation*}
T=\frac{h}{m} L \lambda=\frac{L \lambda}{3 \cdot 95603} \mu \mathrm{~s} \tag{4}
\end{equation*}
$$

if $L$ is expressed in mm . The fractional error in the time is therefore independent of wavelength

$$
\begin{equation*}
\frac{\Delta T}{T}=\frac{7 h}{m L}=\frac{28}{L} . \tag{5}
\end{equation*}
$$

Since the other two terms $\cot \theta \Delta \theta$ and $\Delta L / L$ are also independent of wavelength, the $d$-spacing resolution $\Delta d / d$ for the whole spectrometer is independent of wavelength throughout the epithermal region. This is


Fig. 1. Schematic layout of a time-of-fight powder spectrometer.
in contrast to a conventional two-axis spectrometer operating on a reactor where the resolution improves rapidly with increasing $Q$ up to a focusing angle where the monochromator and sample scattering angles are approximately equal, but then deteriorates with further increase in $Q$. It also contrasts with a rotor time-offlight spectrometer having a rotor pulse time $\Delta T$ independent of wavelength so that the resolution at small $d$ spacings becomes dominated by the pulse-time uncertainty and eventually deteriorates linearly with increasing $Q$. These differences are illustrated in Fig. 2, where we compare the resolution $\Delta d / d$ observed in the present LINAC experiment with unpublished information of the resolutions from the PANDA spectrometer at Harwell and the time-of-flight spectrometer at Garching. The points represent data deduced from the widths of individual peaks in the nickel spectrum shown later in Fig. 4, and the solid line is deduced from the widths assumed in the profile-analysis fit. The LINAC resolution is shown to remain broadly constant even up to scattering vectors near $20 \AA^{-1}$, which is nearly double the maximum given by PANDA with a $90^{\circ}$ take-off angle and a germanium 333 monochromator.


Fig. 2. The observed resolution $\Delta d / d$ as a function of scattering vector.

## Spectrometer design considerations

The spectrometer and sample geometry were chosen for this experiment to optimize the count rate at given resolution using the back-scattering geometry. We now give the design criteria used and show in Table 1 the relevant dimensions which can be derived from the requirement of a given $d$-spacing resolution $R=\Delta d / d$. We assume a pulsed neutron source giving pulses of length $\Delta T$ over an area $A^{2}$, with a sample area $a^{2}$. The criterion chosen was to match the three contributions to the resolution given in equation (2) so that in terms of root-mean-square values

$$
\begin{equation*}
\frac{\Delta T}{T}=\cot \theta \Delta \theta=\frac{\Delta L}{L}=\frac{R}{\sqrt{ } 3} . \tag{6}
\end{equation*}
$$

This approach is much less general than that given by Buras \& Holas (1966) where all parameters were adjusted simultaneously to optimize the intensity. However it does enable expressions for several instrumental parameters to be derived analytically and discussed as a function of the specified wavelength and resolution. The total flight path is then given by

$$
\begin{equation*}
L=\frac{h T}{m \lambda}=\frac{V 3 h \Delta T}{m \lambda R} . \tag{7}
\end{equation*}
$$

It is seen from Table 1 that for epithermal-moderation pulse times the total flight-path length $L$ for a $1 \%$ resolution spectrometer is 4.8 m independent of wavelength. The allowable error in the neutron flight path $\Delta L$ is similarly given by

$$
\begin{equation*}
\Delta L=\frac{h \Delta T}{m \lambda} . \tag{8}
\end{equation*}
$$

It is thus independent of resolution and for epithermalmoderation pulse times is also independent of wavelength, having a value of 28 mm . This of course matches the distance covered by a neutron in its moderation time. For our present case of a plate sample the distance error arising from sample size is negligible so that $\Delta L$ should be matched to the counter size. Oneinch diameter cylindrical counters are therefore suitable. The horizontal angular divergence ( $\alpha_{0}$ ) which is

Table 1. Parameters of matched time-of-flight spectrometers

| Parameter Equation | $\underset{R}{\text { Resolution }}$ | Wavelength $\lambda(\AA)$ | Pulse time $\Delta T(\mu \mathrm{~s})$ | Flight path $L$ (m) <br> (7) | $\begin{aligned} & \text { Distance } \\ & \text { error } \\ & \Delta L(\mathrm{~mm}) \\ & \quad(8) \end{aligned}$ | Incident collimation $\alpha_{0}\left({ }^{\circ}\right)$ (9) | Maximum backscatter $\phi_{\text {max }}\left({ }^{\circ}\right)$ (11) | Scattered flight path $L_{1}$ (m) (14) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LINACS | $1 \%$ | 1 1 1 2 | $\left.\begin{array}{c} 3 \cdot 5 \\ 7 \\ 14 \end{array}\right\}$ | $4 \cdot 80$ | 28 | $1 \cdot 2$ | $31 \cdot 7$ | $0 \cdot 44$ |
|  | $\begin{aligned} & 0.3 \% \\ & 0.1 \% \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \end{aligned}$ | 7 | $\begin{aligned} & 14 \cdot 4 \\ & 48 \cdot 0 \end{aligned}$ | $\begin{aligned} & 28 \\ & 28 \end{aligned}$ | $\begin{aligned} & 0.36 \\ & 0.12 \end{aligned}$ | $\begin{aligned} & 31 \cdot 7 \\ & 31.7 \end{aligned}$ | $\begin{aligned} & 1.31 \\ & 4.36 \end{aligned}$ |
| This experiment |  |  |  | 4.566 | 25 | 1 | 35 | $0 \cdot 4$ |
| Reactor | $1 \%$ | $0 \cdot 5$ | 20 | 27.4 | 79 | $0.21{ }^{\circ}$ | 104 | $2 \cdot 5$ |
|  |  | 1 | 20 | $13 \cdot 7$ | 79 | $0 \cdot 42^{\circ}$ | 104 | $1 \cdot 25$ |

Assumptions: Source area $100 \times 100 \mathrm{~mm}$; sample area $25 \times 25 \mathrm{~mm}$. LINAC pulse time $7 \lambda \AA^{-1}$; reactor pulse time $20 \mu$ s.
frequently the determining factor in the incident-beam intensity is given generally from the flight path. Providing we make the commonly satisfied conditions of small sample to moderator dimensions ( $a \ll A$ ) and a short scattered flight path ( $L_{1} \ll L_{0}$ ) then

$$
\begin{equation*}
\alpha_{0} \simeq \frac{A}{L}=\frac{A m \lambda R}{\sqrt{ } 3 h \Delta T} . \tag{9}
\end{equation*}
$$

This gives a $1^{\circ}$ angular aperture for the $1 \%$ resolution case. The incident angular collimation $\alpha_{0}$ determines completely the angular deviation in the scattering angle $\Delta \theta$, since the time-focusing technique of Graham \& Carpenter (1970) may be used to adjust the scat-tered-beam path length to compensate for changes in scattering angle. The minimum allowed value for the scattering angle is therefore given by

$$
\begin{equation*}
\cot \theta_{\min }=\frac{R}{\sqrt{ } 3 \alpha_{0}}=\frac{h \Delta T}{A m \lambda} . \tag{10}
\end{equation*}
$$

Expanding cot $\theta$ in terms of the angle away from back scattering ( $\phi$ ) gives

$$
\begin{equation*}
\phi_{\max } \simeq 2 \cot \theta_{\min }=\frac{2 h \Delta T}{A m \lambda}=\frac{2 \Delta L}{A} . \tag{11}
\end{equation*}
$$

This is again independent of resolution and wavelength in the LINAC case and works out at around $32^{\circ}$. In terms of an expansion in $\phi$, the time-focused scattered neutron flight path at an angle $\phi$ may be written as

$$
\begin{equation*}
L_{1}(\phi)=L_{1}(0) \sec \phi+\frac{\phi^{2}}{8}\left(L_{0}-3 L_{1}\right)-\frac{\phi^{4}}{384}\left(75 L_{1}-5 L_{0}\right) . \tag{12}
\end{equation*}
$$

Thus in the case of $L_{1}=\frac{1}{3} L_{0}$ the counter array may be essentially planar. This is often inconveniently large however, and in general the minimum scattered-flight path length which can be permitted depends on the change in scattered-neutron flight path between neutrons scattered from either side of the sample of width $a$ to counters at the maximum angle $\phi_{\max }$,

$$
\begin{equation*}
\Delta L_{1}=\frac{a}{L_{1}} \frac{\mathrm{~d} L_{1}}{\mathrm{~d} \phi} \simeq \frac{a \phi_{\max }}{4}\left(\frac{L_{0}-3 L_{1}}{L_{1}}\right) . \tag{13}
\end{equation*}
$$

Matching this error to the allowed $\Delta L$ of equation (9)
leads to a minimum scattered flight path

$$
\begin{equation*}
L_{1}=\frac{L_{0}}{3+2 A / a} \tag{14}
\end{equation*}
$$

which works out at 0.44 m for the LINAC with $1 \%$ resolution. Table 1 shows how well the basic parameters of the spectrometer used for this experiment correspond with those predicted from our criterion with a specified $1 \%$ resolution. The table shows how readily the LINAC method can be extended to higher resolutions. It also shows that the method is difficult to extend to short wavelengths using a reactor and rotor to give the pulsed neutrons. With a $20 \mu \mathrm{~s}$ burst time, flight paths of 27 m are needed with $0.5 \AA$ neutrons. The use of guide tubes is not suitable since at these wavelengths a nickel guide has an appreciably smaller acceptance angle than that given by the incident solid angle.

## Experimental

The experiment was performed on an adapted version of the Harwell LINAC Total Scattering Spectrometer (Sinclair et al., 1974) (see Fig. 3). The electron target produces around $2 \times 10^{13}$ fast neutrons per second in $1.7 \mu \mathrm{~s}$ pulses at 192 pulses per second. The fast neutrons were then moderated in a 'cadmium sandwich' heterogeneously poisoned moderator composed of a 20 mm polyethylene slab separated by a 1 mm cadmium sheet from a 6 mm polyethylene slab. Such a moderator allows the full 26 mm thickness of polyethylene to be effective in slowing down the fast neutrons of energy greater than the cadmium transmission cut-off of about 0.5 eV , but allows only the 6 mm thickness to be effective in slowing down neutrons of lower energy. This effectively prevents the build up of any appreciable Maxwellian distribution in the moderator, as is shown in Fig. 4(a) by the absence of any thermal peak in the incident spectrum as measured by a standard vanadium incoherent scatterer. The absence of a Maxwellian distribution also prevents the occurrence of any significant pulse broadening beyond the thermalization time broadening of equation (3). This was illustrated by the wavelength-independent resolution


Fig. 3. The general arrangement of the Harwell Total Scattering Spectrometer.
shown in Fig. 2 which implies a pulse broadening proportional to wavelength. For $1 \AA$ neutrons the measured pulse-time broadening, which includes contributions from the finite angular and distance resolution, was $10 \mu \mathrm{~s}$ compared with $15 \mu \mathrm{~s}$ obtained from a conventional 25 mm polythene slab moderator, and the exponential tail on the long-wavelength side of the pulse was largely removed. These advantages were obtained at the cost of an order of magnitude intensity reduction over the conventional moderator to give a $1 \AA$ flux at the moderator surface of around $4 \cdot 10^{9} \mathrm{n}$ $\mathrm{cm}^{-2} \mathrm{~s}^{-1} \mathrm{eV}^{-1}$.

The nickel powder sample was encased in a contaner of flat-plate geometry and size $31 \times 43 \times 2 \mathrm{~mm}$. It had a front window of vanadium foil weighing $0.029 \mathrm{~g} \mathrm{~cm}^{-2}$ and scattering only $1.8 \%$ of the beam. Its sides and rear face were of cadmium. It contained $1.02 \mathrm{~g} \mathrm{~cm}^{-2}$ of powder and scattered $16 \%$ of the beam.

The counter bank was centred at $150^{\circ}$ scattering angle but extended from $143^{\circ}$ to $158^{\circ}$. It consisted of six 25 mm diameter ${ }^{3} \mathrm{He}$ counters stopped down to an active length of 150 mm and inclined at an angle of $39^{\circ}$ to the scattered beam direction to give time focusing. The effective counter-bank area was therefore $96 \times 150 \mathrm{~mm}$ at a distance of 400 mm giving an effective solid angle of $0.09 \mathrm{rad}^{2}$.

Fig. 4(a) shows an example of the observed spectrum from the nickel powder points together with the spectrum from a standard vanadium plate sample of thickness 2 mm giving $6.6 \%$ scattering (full line) and the background spectrum with no sample or can present
(dashed line). It is seen that the instrumental background is small compared to the incoherent-scattering contribution from the nickel powder. At $\sin \theta / \lambda$ of $1 \AA^{-1}$ the instrumental background is around one quarter of the incoherent signal but this fraction rises to around a half at $\sin \theta / \lambda$ of $0.25 \AA^{-1}$. The "booster peak' in the centre of the spectrum is a background from the adjacent neutron booster which is multiplexed with our target.

## Presentation of the powder profile as a differential cross section

A conventional fixed-wavelength powder profile has the desirable property that it is proportional to the differential cross section ( $\mathrm{d} \sigma / \mathrm{d} \Omega$ ). Thus any incoherentscattering cross section gives simply a flat contribution to the background. We have processed the time-offlight profile to give it in a similar form using the program LINDA (Clarke, 1975) originally written for the analysis of spectra from liquids. This program normalizes the various spectra according to a count rate recorded by a fission chamber monitoring the incident beam, subtracts the appropriate background spectra after performing absorption corrections, and finally calibrates the spectrum with respect to that from a standard vanadium sample assumed to have a constant cross section $\sigma=5.13$ barn. Using the suffixes $S, V, C$ and $B$ to denote the sample, vanadium, can and background contributions, the programme evaluates


Fig. 4. The raw data (a) and the processed data (b) as a function of the neutron time of flight.

$$
\begin{gather*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} \Omega}=\frac{N_{V}}{N_{S}} \frac{\sigma_{V}}{4 \pi}\left[\left(\frac{I_{S+C}}{m_{S+C}}-\frac{I_{B}}{m_{B}}\right) \frac{1}{A_{S S}}\right. \\
\left.-\left(\frac{I_{C}}{m_{C}}-\frac{I_{B}}{m_{B}}\right) \frac{A_{C S}}{A_{S S} A_{C C}}\right] /\left(\frac{I_{V}+B}{m_{V+B}}-\frac{I_{B}}{m_{B}}\right) \frac{1}{A_{V V}} \tag{15}
\end{gather*}
$$

where $I$ represents the recorded spectra, $m$ the monitor counts, $N$ the number of atoms, and the $A$ terms are absorption corrections evaluated using the method of Paalman \& Pings (1962). This absolute cross section is shown in full in Fig. $4(b)$ and used in all the profilefitting procedures described and presented in the rest of the paper.

We now consider the integrated intensities of all powder reflexions measured on a time-of-flight spectrometer and presented in the form of a differential cross section. Following Marshall \& Lovesey (1971), equation (2.41), the cross section per unit cell may be written

$$
\begin{equation*}
\sigma_{l}=\frac{4 \pi^{3} z_{1}}{k^{2}} \frac{v_{0} Q}{}\left|F_{1}\right|^{2} \tag{16}
\end{equation*}
$$

where $z_{1}$ is the multiplicity of the $l$ th-order peak, $F_{1}$ the unit-cell structure factor and $v_{0}$ the unit-cell volume. This equation may be written

$$
\begin{equation*}
\sigma_{l}=\frac{\lambda^{3} z_{l}}{4 v_{0} \sin \theta}\left|F_{1}\right|^{2} \tag{17}
\end{equation*}
$$

showing the familiar $\lambda^{3}$ variation of the integrated cross section as a function of wavelength responsible for the general form of time-of-flight profiles (Buras, 1963). The observed integrated neutron intensity of the $l$ th reflexion $I_{l}$, will depend on the incident flux per unit wavelength $i(\lambda)$, the wavelength spread accepted by the counter $\Delta \lambda$, and the fraction of the DebyeScherrer ring intercepted by the counter $f$, according to

$$
\begin{equation*}
I_{l}=N_{s} \sigma_{l} i(\lambda) \Delta \lambda f, \tag{18}
\end{equation*}
$$

where $N_{S}$ is the number of unit cells in the sample lying within the beam and where the accepted wavelength spread $\Delta \lambda$ is related to the angular acceptance of the counter bank $\Delta \theta$ according to

$$
\begin{equation*}
\Delta \lambda=\lambda \cot \theta \Delta \theta \tag{19}
\end{equation*}
$$

Similarly with the vanadium specimen we may write for the intensity observed in a particular time channel whose width $\delta T$ corresponds to another wavelength interval $\delta \lambda$

$$
\begin{equation*}
I_{V}=N_{V} \sigma_{V} i(\lambda) \delta \lambda \Delta \Omega / 4 \pi \tag{20}
\end{equation*}
$$

where from equation (4)

$$
\begin{equation*}
\delta \lambda=\frac{h}{m L} \delta T \tag{21}
\end{equation*}
$$

and where the solid angle subtended by the counter $\Delta \Omega$ is given by

$$
\begin{equation*}
\Delta \Omega=f 2 \pi \sin (2 \theta) \Delta(2 \theta) \tag{22}
\end{equation*}
$$

Thus the integrated reflexion intensity observed in a time-of-flight spectrum with channel width $\delta T$ and processed using equation (15) to give unit differential cross section is given by

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} \Omega}=\frac{1}{4 \pi} \cdot \frac{N_{V} \sigma_{V}}{N_{S}} \cdot \frac{I_{l}}{I_{V}}=\frac{1}{8 \pi} \frac{\lambda \sigma_{l}}{\sin ^{2} \theta} \cdot \frac{m L}{h \delta T} \tag{23}
\end{equation*}
$$

Substituting equation (16) for $\sigma_{l}$ we obtain finally

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} \Omega}=\frac{1}{32 \pi^{2}} \frac{\lambda^{4} z_{l}}{v_{0} \sin ^{3} \theta} \frac{m L}{h \Delta T}\left|F_{1}\right|^{2} \tag{24}
\end{equation*}
$$

This equation may also be written in terms of $d$ spacings as

$$
\begin{equation*}
\left(\frac{\mathrm{d} \sigma}{\mathrm{~d} \Omega}\right)_{l}=\frac{1}{2 \pi} \frac{d_{1}^{4} z_{l} \sin \theta}{v_{0}} \frac{m L}{h \Delta T}\left|F_{1}\right|^{2} \tag{25}
\end{equation*}
$$

In our special case of nickel having a face-centred cubic structure with one atom in the primitive unit cell the structure factor depends only on the coherent cross section $\sigma^{\text {coh }}$, and the Debye-Waller factor $\exp (-2 W)$ and the integrated intensity for the $h k l$ th reflexion reduces to

$$
\begin{align*}
\left(\frac{\mathrm{d} \sigma}{\mathrm{~d} \Omega}\right)_{h k l} & =\frac{2}{\pi} \frac{\sigma^{\mathrm{coh}}}{4 \pi} a_{0} \sin \theta \frac{m L}{h \Delta T} \\
& \times\left[\frac{z_{l}}{\left(h^{2}+k^{2}+l^{2}\right)^{2}} \exp (-2 W)\right] \tag{26}
\end{align*}
$$

For spectra observed at a given angle, only the terms in the bracket vary with order, and apart from the Debye-Waller factor, these take the form of a rational fraction which can be calculated exactly.

## The profile-analysis procedure

In structural refinement studies with powders the object is to find the integrated intensities of the various order reflexions. When these are separated by at least some distance of uniform background, their intensities may be reliably evaluated by summation over the region of the peak followed by subtraction of a background contribution. This is generally possible only for the lower orders since, as shown for example in Fig. 4(b), the higher orders overlap to give a continuous spectrum. It is in this region that the technique of profile analysis has been shown to be of great value in conventional fixed-wavelength powder spectroscopy (Rietveld, 1969; Hewat, 1973). We now consider the adaptation of their techniques to the case of time-offlight powder measurements using a LINAC.

A simplified flow diagram of the profile-fitting procedure used is shown in Fig. 5. First the $d$ spacings $d_{l}$ and multiplicities $z_{l}$ for each order $l$ are calculated and arranged in descending order of $d$ spacing down to some specified minimum value $d_{\text {min }}$. Secondly the observed profile $y_{i}(\mathrm{obs})$ and its error $\Delta y_{i}(\mathrm{obs})$ are read


Fig. 5. A simplified flow diagram of the profile-fitting program.


Fig. 6. The time-of-flight cross section shown on an expanded scale to illustrate the variation in the background. The solid line shows the background generated by fit $A$ (see Table 5).
in for each time channel $i$, and the corresponding flight times $t_{i}$ calculated. The program then enters the least-squares fitting procedure in which the experimental profile is fitted to a calculated profile $y_{i}(\mathrm{calc})$ by minimizing the sum of deviations

$$
\begin{equation*}
\chi^{2}=\frac{1}{M-N} \sum_{i=1}^{M}\left[\frac{y(\mathrm{obs})-y(\mathrm{calc})}{\Delta y_{i}(\mathrm{obs})}\right]^{2} \tag{27}
\end{equation*}
$$

with respect to the $N$ parameters $X_{j}$ of the calculated profile which we wish to determine. In practice, we have performed this minimization using the Harwell subroutine $V A O 2 A$ by Powell (1965). The calculated profile at the $i$ th time channel is in general composed of a background contribution $y_{i}(\mathrm{bg})$ and a sum of contributions $f_{l} y_{i}(l)$ from orders $l$ sufficiently close to give a significant contribution to the $i$ th channel:

$$
\begin{equation*}
y_{i}(\mathrm{calc})=y_{i}(\mathrm{bg})+\sum_{l} f_{l} y_{i}(l) \tag{28}
\end{equation*}
$$

As in Reitveld's programme, the test of significance is taken that the flight time corresponding to the $l$ th order $t_{l}$ differ from the flight time of the $i$ th channel $t_{i}$ by some specified amount, here taken as $3 \sigma_{l}$ where $\sigma_{l}$ is the standard deviation of the $l$ th order:

$$
\begin{equation*}
\left|t_{l}-t_{l}\right| \leq 3 \sigma_{l} \tag{29}
\end{equation*}
$$

Our programme differs from Reitveld's in not requiring a separate profile-preparation programme to be run giving this significant reflexion list for each channel. This list is generated by beginning the profile calculation with the longest time channel where the summation over $l$ in equation (28) must begin with the lowest order. However for each subsequent channel the summation begins with the lowest order which gave a significant contribution to the previous time channel. Since the reflexions have been ordered with descending $d$ spacings, the summation may be concluded when an order more than $3 \sigma_{l}$ above $t_{i}$ is found. The parameters necessary for the description of the calculated profile will now be described in more detail.

## (1) The background description

In Fig. 6 the differential cross section from the first half of Fig. $4(b)$ is shown on an enlarged scale to emphasize the background profile. At large times the profile is seen to approach a constant background level presumably reflecting incoherent scattering from the sample. However at smaller times the background rises considerably. We assume that this effect is caused by inelastic scattering which may, to a first approximation, be treated within an incoherent approximation and assumed to increase the background. The conventional Debye-Waller factor represents the loss of Bragg reflexion intensity to processes of this kind so that we might expect a background contribution of the form

$$
\begin{equation*}
y_{i}(\mathrm{bg})=\left(\frac{\mathrm{d} \sigma}{\mathrm{~d} \Omega}\right)_{\mathrm{inc}}+\left(\frac{\mathrm{d} \sigma}{\mathrm{~d} \Omega}\right)_{\mathrm{coh}}[1-\exp (-2 W)] \tag{30}
\end{equation*}
$$

In practice we introduce adjustable parameters for earh term in this equation, and have fitted the background contribution to

$$
\begin{equation*}
y_{i}(\mathrm{bg})=X_{1}+X_{2}\left[1-\exp \left(-2 X_{3} \sin ^{2} \theta / \lambda^{2}\right)\right] . \tag{31}
\end{equation*}
$$

The solid line in Fig. 6 shows a background contribution of this type given by one of the full profile fits.

## (2) The line-shape description

The line shapes observed throughout the spectrum have two outstanding features: their general width increases roughly linearly with time as implied by equation (3), and they are asymmetric, having a more gradual trailing time than their rise time, as illustrated clearly in Fig. 7. A full analysis of this line shape might be possible by reproducing the full equations for neutron moderation. However, we have chosen the simple asymmetric Gaussian

$$
\begin{equation*}
y=\frac{1}{2 \pi \sigma_{l}}\left(\frac{2 X_{4}}{1+X_{4}}\right) \exp \left[-\frac{G}{2 \sigma_{l}^{2}}\left(t_{i}-t_{l}\right)^{2}\right], \tag{32}
\end{equation*}
$$

where $G$ equals the asymmetry parameter $X_{4}$ for the leading edge $t_{i}<t_{l}$ and is put equal to unity for the trailing edge $t_{i}>t_{l}$. As can be seen from the solid line in Fig. 7, such a curve fits the experimental profile reasonably well. The curve has unit integrated area, and a full width at half height

$$
\begin{equation*}
w=2 \cdot 354 \sigma\left(1+X_{4}\right) / 2 X_{4} . \tag{33}
\end{equation*}
$$

This width $w$ is further assumed to be proportional to the wavelength as in equation (3) but with another parameter $X_{5}$ as proportionality constant:

$$
\begin{equation*}
w=X_{5} \lambda . \tag{34}
\end{equation*}
$$

## (3) Peak-position determination

The flight times $t_{l}$ at which the peaks are observed are generally determined by the total fight path $L$ and the unit-cell lattice constants and angles which define the $d$ spacing $d_{l}$ for each order. Although the zero of the time scale is given in principle by the firing time of the LINAC, there is in practice a small delay between this time and the peak time of the moderated neutron pulse. A wavelength-independent delay of this sort, which may also arise from delay in the neutron counter, may readily be deduced from the form of the spectrum alone. A parameter $X_{7}$ has therefore been introduced describing the apparent delay, of about $6 \mu \mathrm{~s}$ only, between the LINAC pulse and the zero of the spectrum. Any delay caused by neutron thermalization is likely to be proportional to the wavelength. This cannot be fitted as a parameter since the neutron flight time is itself proportional to wavelength and so the correction implies simply a scaling of the lattice parameters. However the full width at half height of the neutron thermalization time is well established to have the form given by equation (3). We suppose the delay to be given by this full width divided by the asymmetry factor as sketched in Fig. 7. The expression for
the observed flight time in $\mu$ s with respect to the LINAC start pulse is therefore

$$
\begin{align*}
t_{l} & =d_{l} \frac{2 \sin \theta \cdot m L}{h}+X_{7}+\frac{7 \lambda}{X_{4}} \\
& =d_{l} 2 \sin \theta\left(\frac{m L}{h}+\frac{7}{X_{4}}\right)+X_{7} . \tag{35}
\end{align*}
$$

In our case with a flight path of 4.6 m and an asymmetry factor of about $1 \cdot 6$, the wavelength-dependent delay decreased the lattice parameter by a factor 0.99615 . In our case of nickel with a cubic structure the $d$ spacings are determined by only one parameter $X_{6}=a_{0}$, and the flight times become

$$
\begin{equation*}
t_{l}=\frac{X_{6}}{\left(h^{2}+k^{2}+l^{2}\right)^{1 / 2}} 2 \sin \theta\left(\frac{m L}{h}+\frac{7}{X_{4}}\right) . \tag{36}
\end{equation*}
$$

## (4) Peak-intensity description

The form of the integrated intensity of the various orders has been given in equation (25) and will in general involve many structural and thermal parameters. However in the present case of a cubic material with one atom per unit cell equation (26) is valid and we may describe the peak intensities by a overall scaling factor relating to the coherent-scattering cross section $X_{8}=\sigma^{\text {coh }} / 4 \pi$ per steradian, and a harmonic coefficient $B=X_{9}$ :

$$
\begin{align*}
f_{1} & =\frac{2}{\pi} a_{0} \sin \theta \frac{m L}{h \delta T} \frac{z_{1}}{\left(h^{2}+k^{2}+l^{2}\right)^{2}} \\
& \times X_{8} \exp \left(-2 X_{9} \sin ^{2} \theta / \lambda^{2}\right) . \tag{37}
\end{align*}
$$

For some fits it was found necessary to add a further term to the Debye-Waller factor involving the fourth


Fig. 7. An example of the assymetric Gaussian peak profile. The arrow shows the assumed initial time of the pulse.
power of $\sin \theta / \lambda$ and introducing a new parameter $X_{10}$ so that the Debye-Waller factor in (37) becomes

$$
\begin{equation*}
\exp \left(-2 X_{9} \sin ^{2} \theta / \lambda^{2}-2 X_{10} \sin ^{4} \theta / \lambda^{4}\right) \tag{38}
\end{equation*}
$$

## (5) Extinction

It is not usually necessary to consider extinction in conventional fixed-wavelength powder spectra, but the $\lambda^{4}$ dependence of the time-of-flight powder-pattern intensities means that the correction is almost bound to become important in the very long wavelength end of a back-scattering powder spectrum. This is no real problem since these low-order peaks are easily measured at ordinary wavelengths by using lower-angle counters, or by using a conventional spectrometer. If these low-order peak intensities are known then an extinction correction can be readily estimated and applied to the more important high-order peak intensities. Of course, the $\lambda^{4}$ intensity dependence of the time-of-flight intensities means that the extinction effects are equally bound to become negligible in the important region of high $\sin \theta / \lambda$.

Extinction has been discussed generally by Zachariasen (1967) and more recently by Becker \& Coppens (1974). It may be divided into primary extinction, the attenuation of the beam within a mosaic block of a crystallice; secondary extinction, the attenuation of the beam within a crystallite, and self-shielding, the attenuation of the beam through the powder.

This last effect is not difficult to calculate for our simple geometry if the powder cross section $\left(\sigma_{l}\right)$ of equation (17) is known. If there are $N$ atoms per unit volume, the incident beam is attenuated by a factor $\exp (-N \sigma x)$ at distance $x$ within the crystal. The scattered beam at angle $2 \theta$ is further attenuated by exp $[N \sigma x \sec (\pi-2 \theta)]$ on leaving the crystal so that the measured intensities for a flat plate of thickness $t$ are reduced by

$$
\begin{equation*}
y_{S S}=\frac{1-\exp \{-N \sigma t[1+\sec (\pi-2 \theta)]\}}{[1+\sec (\pi-2 \theta)] N \sigma t} . \tag{39}
\end{equation*}
$$

An approximate expression for the scattering cross section is given in (17) on substituting for $F^{2}$ and $v_{0}$ by

$$
\begin{equation*}
\sigma_{l}=\frac{\lambda^{3} z_{l} F^{2}}{4 v_{0} \sin \theta}=8 \sin ^{2} \theta \frac{\sigma^{\mathrm{con}}}{4 \pi}\left[\frac{z_{l} \exp (-2 W)}{\left(h^{2}+k^{2}+l^{2}\right)^{3 / 2}}\right] . \tag{40}
\end{equation*}
$$

This correction thus varies as $\lambda^{3}$ rather than as the $\lambda^{4}$ variation of the peak intensities, the difference arising from the 'wavelength window' which is itself proportional to the wavelength. If a value for $\sigma_{\text {coh }}$ is known, as in the case of nickel, this correction may be evaluated without introducing any adjustable parameters.

The primary and secondary extinction effects are often treated by the particularly simple approximation of assuming a diminution of intensities proportional to the intensities themselves. Thus the correction fac-
tors reducing the intensities $f_{l}$ of equation (37) have the form

$$
\begin{equation*}
y_{\mathrm{ext}}=1-X_{11}\left[\frac{z_{1} \exp (-2 W)}{\left(h^{2}+k^{2}+l^{2}\right)^{2}}\right], \tag{41}
\end{equation*}
$$

where the parameter $X_{11}$, which is in reality determined by a mixture of mosaic block, crystallite and sample sizes, is treated as an adjustable parameter to be fitted by experiment. This equation is similar to equation (39) with the exponential expanded to second order. However it is not identical since the correction factor has the same $\lambda^{4}$ variation as the observed intensities. This sharp variation allows the parameter to be readily determined in practice from the first few orders.

## (6) Thermal diffuse scattering (TDS)

This refers to the inelastic scattering processes of phonon annihilation and creation. Because singlephonon cross sections are larger close to Bragg recip-rocal-lattice points, its effect can be to cause a wing beneath each powder pattern peak, which if included in the Bragg intensity would result in an incorrect structure factor. The effect is well known in fixedwavelength single-crystal studies, but is generally small for powders, although it may become important in the present work because of the general increase in phonon cross sections with $Q^{2}$. In the case of powder patterns measured at constant wavelength a detailed discussion of the TDS correction has been given by Chipman \& Paskin (1959). The case of time-of-flight fixed-angle powder patterns is quite different, both because the integration scan over reciprocal space is dif-


Fig. 8. The measured cross section (d $\sigma / \mathrm{d} \Omega)_{\text {colh }} \exp (-2 W)$ plotted as a function of $\sin \theta / \lambda$. The points represent data from individual Bragg peaks: the closed circles representing data with an extinction parameter, the crosses data corrected only for self-shielding, and the open circles data without correction. The solid lines represent the profile analysis fits represented in Table 4.
ferent and because of the differing effects incident- and scattered-neutron energy changes have on the elapsed time of flight. A detailed discussion is beyond the scope of this paper and must be postponed till a later paper. However we give the following argument, not to show that TDS is small, but rather to show that its effects at high $Q$ are broad on a time-of-flight scale and so are taken into account by the background contribution mentioned in the first section of this paragraph. As Chipman \& Paskin point out, even the one-phonon TDS contributions, which peak at the Bragg positions, overlap appreciably so that their effect depends on the span of the spectrum used to determine the background. The two-phonon TDS contribution is almost flat and has only singularities of slope at the Bragg positions. Third- and higher-order phonon contributions will be even more featureless. The contribution of the twophonon term compared with single-phonon terms rises as the Debye-Waller factor falls, so that, at the highest $Q$ ranges of this experiment where the Debye-Waller factor has fallen to only one tenth, the contribution of the single-phonon TDS contribution with its undesirable peaks at the Bragg positions will have become negligible compared with the more featureless multiphonon TDS contributions.

## The low-order results

We first consider the intensities of the lower-order peaks in the time-of-flight spectrum. The first 11 orders, up to 440 , are nearly all separated by a well defined background region so that their intensities may be evaluated by a simple summation and background subtraction without resorting to a profile-analysis procedure. Even slightly overlapping peaks such as the 420,331 pair could be reliably estimated by applying a small correction for the overlapping intensity. The background level under each peak was estimated by averaging the backgrounds observed beyond its wings. In Table 2 we show the area of each order in the measured unit of barns per steradian microsecond which we then convert into $\sigma^{\text {coh }} \exp (-2 W) / 4 \pi$ by multiplication by the known factors given in equation (26).

The figures in brackets are the estimated errors which in fact arise mainly from the uncertainty in the background. These points are plotted in Fig. 8 as the open circles and show the essential need for some extinction or self-shielding correction in the orders measured at wavelengths greater than $1.5 \AA$. The curves in this figure correspond to the profile fits of Table 4. The longest curve ( $A$ ) corresponds to a harmonic DebyeWaller factor with $B=0.34 \AA^{2}$. The crosses show the values obtained by applying the self-shielding correction term of equation (40). The low-order peaks are much closer to the expected intensity variation but the method appears to 'over-correct' the situation so that low-multiplicity orders like 400 and 440 lie below the trend, while high-multiplicity orders like 311 are above it. The closed circles in the figure show the much improved trend given by applying equation (41) with the parameter $X_{11}$ adjusted to the value $2 \cdot 0$. This gave a $30 \%$ correction around $2 \cdot 4 \AA$ but essentially negligible corrections (mostly below $2 \%$ ) below $1 \cdot 2 \AA$.

It is seen that the results from the low-order peaks below about $\sin \theta / \lambda$ of $0.5 \AA^{-1}$ are rather too heavily affected by extinction effects to be useful in themselves, but give excellent data for applying an increasing small correction factor to the data at higher values of $\sin \theta / \lambda$.

## Profile fitting results

The fitting was performed on the Harwell IBM 370/75 computer. A 1000 -point spectrum with nine parameters achieved convergence after around 13 iterations and some 14 s computation time. It was therefore possible to perform many fits with different parameters, corrections, and portions of the spectrum.

Before considering the main results we consider the effect of the extinction correction on the fitted spectra, and in particular its effect on the Debye-Waller factor (assuming no anharmonicity term). We show in Table 3 the results of nine-parameter fits with (a) no correction, (b) with a self-shielding correction applied with the calculated cross section and (c) with the extinction parameter $X_{11}$ fixed at the best value deduced from the low-order peaks; $(d)$ is a ten-parameter fit where the

Table 2. Peak intensities by direct summation

| Order | $\sin _{\left(\AA^{-1}\right)} \theta / \lambda$ | $(\AA)$ | $\begin{gathered} \text { Area } \\ \text { (barn sterad } \\ \\ \text {-1 } \mu \mathrm{s} \text { ) } \end{gathered}$ | $\sigma \exp (-2 W) / 4 \pi$ (barn sterad ${ }^{-1}$ ) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | No correction | Self-shielding correction | Extinction parameter |
| 111 | $0 \cdot 245$ | 3.94 | 301 (23) | 0.135 (0.015) | 0.373 (0.041) |  |
| 200 | $0 \cdot 283$ | $3 \cdot 41$ | 209 (12) | 0.222 (0.014) | 0.388 (0.022) | 0.740 (0.046) |
| 220 | 0.400 | $2 \cdot 42$ | 203 (8) | 0.432 (0.020) | 0.645 (0.028) | 0.643 (0.029) |
| 311 | $0 \cdot 469$ | 2.06 | 245 (4) | 0.495 (0.010) | 0.811 (0.014) | 0.740 (0.014) |
| 222 | 0.490 | 1.97 | $70 \cdot 9$ (4) | 0.510 (0.028) | 0.595 (0.033) | 0.561 (0.034) |
| 400 | 0.566 | 1.71 | $24 \cdot 9$ (3) | 0.593 (0.048) | 0.639 (0.052) | 0.615 (0.056) |
| 331 | 0.616 | 1.57 | $91 \cdot 3$ (2.2) | 0.549 (0.014) | 0.691 (0.016) | 0.608 (0.016) |
| 420 | 0.632 | 1.53 | 79.6 (2.2) | 0.532 (0.015) | 0.658 (0.018) | 0.583 (0.018) |
| 422 | 0.693 | 1.39 | 56.0 (1.7) | 0.538 (0.015) | 0.634 (0.020) | 0.570 (0.022) |
| $\left.\begin{array}{l}333 \\ 511\end{array}\right\}$ | 0.735 | $1 \cdot 31$ | 56.7 (0.7) | 0.517 (0.007) | 0.619 (0.007) | 0.656 (0.007) |
| 440 | $0 \cdot 800$ | $1 \cdot 21$ | $14 \cdot 2$ (0.9) | 0.486 (0.031) | 0.512 (0.032) | 0.493 (0.032) |

extinction parameter is allowed to vary in the leastsquares fit. In each case fits were performed on two spectra; spectrum $A$ from $2 \cdot 1 \AA$ to $0.5 \AA$ which corresponds to both parts of Fig. 9 and spectrum $B$ from $1.3 \AA$ to $0.5 \AA$ which corresponds to the upper half only of this figure. It is seen that in the case of the full spectrum $A$, the two fits with the fixed self-shielding and extinction corrections give similar values of the harmonic coefficient of 0.36 and $0.34 \AA^{2}$ respectively. However these values are much larger than the $0.24 \AA^{2}$ given by the fit without any correction or the $0.30 \AA^{2}$ given by the fitted extinction parameter $X_{11}=1 \cdot 2$ - just over half the value giving good agreement with the low-order peaks. In the case of the lower wavelength spectrum $B$ the correction has much less importance and all the coefficients are within $0 \cdot 1 \AA^{2}$ or so. We conclude that for spectra measured above $1 \cdot 3 \AA$ the selfshielding correction is likely to be essential. However the parametrized extinction correction fitted from the
low orders gives equally good fits. We test both approaches by using the parametric extinction correction in the fits with no anharmonic term in Table 4, and using the more objective calculated self-shielding correction in Table 5 where we consider the effects of including an anharmonic term.

In Table 4 we consider several nine-parameter fits, including the harmonic coefficient $B$, but excluding any anharmonic term, to various parts of the time-offlight spectrum. As before, spectra $A$ and $B$ correspond to the full spectrum of Fig. 9 and the upper half respectively. Spectrum $C$ corresponds roughly with the righthand half of the upper half of the figure, and spectrum $D$ with the right-hand quarter of the upper half of the figure. Spectrum $E$ corresponds to the lower half of the figure. In all cases the extinction correction fixed from the low-order intensities is included.

If the background parameters are considered first, it is seen that the flat contribution to the background

Table 3. Tests of the extinction correction

|  | Parameter | (a) <br> No correction | (b) <br> Self-shielding correction | (c) <br> Fixed extinction correction | (d) <br> Fitted extinction correction |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Spectrum } A \\ & \text { (2.1 to } 0.5 \AA \text { ) } \end{aligned}$ | $B(\AA$ | 0.2469 | $\begin{gathered} 0.3578 \\ (0.0002) \end{gathered}$ | $\begin{gathered} 0.3439 \\ (0.0004) \end{gathered}$ | $\begin{gathered} 0 \cdot 3050 \\ (0.0007) \end{gathered}$ |
| ( 0.46 to $2.09 \AA^{-1}$ ) | $\chi^{2}$ | $0 \cdot 186$ | 0.161 | $0 \cdot 168$ | $0 \cdot 141$ |
| Spectrum $B$ ( 1.3 to $0.5 \AA$ ) ( 0.75 to $2.09 \AA^{-1}$ ) | $B\left(\AA^{2}\right)$ $\chi^{2}$ | $\begin{gathered} 0.3207 \\ (0.0004) \\ 0.178 \end{gathered}$ | $\begin{aligned} & 0.3232 \\ & (0.00015) \end{aligned}$ | $\begin{gathered} 0.3341 \\ (0.0005) \\ 0.183 \end{gathered}$ |  |

Table 4. Profile-analysis fits without anharmonicity

| Spectrum | $A$ | $B$ | C | D | $E$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\sin \theta / \lambda$ range: lower $\left(\AA^{-1}\right)$ | $0 \cdot 46$ | 0.75 | $1 \cdot 11$ | 1.36 | 0.46 |
| upper ( $\AA^{-1}$ ) | 2.09 | 2.09 | 2.09 | 2.09 | 0.75 |
| Wavelength range: upper ( $\AA$ ) | 2.109 | 1.284 | $0 \cdot 873$ | 0.711 | $2 \cdot 109$ |
| lower ( $\AA$ ) | $0 \cdot 463$ | $0 \cdot 463$ | 0.463 | $0 \cdot 463$ | 1.284 |
| Number of channels: | 949 | 474 | 237 | 143 | 475 |
| Background parameters: |  |  |  |  |  |
| $X_{1} \simeq(\mathrm{~d} \sigma / \mathrm{d} \Omega)_{\text {inc }}\left(\right.$ barn sterad $\left.{ }^{-1}\right)$ | $0 \cdot 705$ | 0.709 | $0 \cdot 852$ | 0.809 | $0 \cdot 701$ |
|  | (0.002) | (0.003) | (0.002) | (0.002) | (0.003) |
|  | 2.98 | $3 \cdot 23$ | $5 \cdot 22$ | 6.49 | 3.27 |
| $X_{2} \simeq(\mathrm{~d} \sigma / \mathrm{d} \Omega)_{\text {cob }}\left(\right.$ barn sterad $\left.{ }^{-1}\right)$ | (0.002) | (0.03) | (0.02) | (0.02) | (0.02) |
|  | $0 \cdot 1821$ | $0 \cdot 1541$ | 0.043 | 0.039 | $0 \cdot 158$ |
| $X_{3} \simeq B_{\text {Ni }}\left(\AA^{2}\right)$ | (0.0007) | (0.0007) | (0.002) | (0.003) | (0.003) |
| Lineshape parameters: |  |  |  |  |  |
| $X_{4}$ Assymetry $\sigma_{t>} / \sigma_{t<}$ | 1.626 | 1.57 | 1.389 | $1 \cdot 1427$ | 1.57 |
|  | (0.007) | (0.01) | (0.001) | (0.0002) | (0.01) |
| $X_{5}$ Width (FWHH) $\mu \mathrm{s}\left(\mathrm{A}^{\text {a }}\right)^{-1}$ | 13.20 | 13.64 | 14.43 | 14.89 | $13 \cdot 62$ |
|  | (0.05) | (0.05) | (0.07) | (0.02) | (0.08) |
| Position parameters: |  |  |  |  |  |
| $X_{6}$ Lattice parameter $\AA$ A | 3.52313 | 3.5262 | $3 \cdot 5225$ | 3.5250 | 3.51844 |
|  | (0.00009) | (0.0002) | (0.0002) | (0.0005) | (0.00001) |
| $X_{7}$ Time delay ( $\mu \mathrm{s}$ ) | $5 \cdot 32$ | $6 \cdot 30$ | $5 \cdot 65$ | 6.38 | 3.18 |
|  | (0.02) | (0.02) | (0.02) | (0.02) | (0.02) |
| Intensity parameters: |  |  |  |  |  |
| $X_{8} \simeq(\mathrm{~d} \sigma / \mathrm{d} \Omega)_{\text {coh }}\left(\right.$ barn sterad $\left.^{-1}\right)$ | 0.795 |  |  |  |  |
|  | (0.001) | (0.002) | (0.002) | (0.01) | (0.001) |
|  | 0.344 | 0.334 | $0 \cdot 2960$ | 0.381 | 0.506 |
| $X_{9}=B_{\mathrm{Ni}}\left(\AA^{2}\right)$ | (0.001) | (0.001) | (0.0007) | (0.002) | (0.002) |
| Fit quality $\chi^{2}$ | $0 \cdot 168$ | $0 \cdot 183$ | $0 \cdot 179$ | $0 \cdot 187$ | 0.092 |

at 0.7 barn sterad $^{-1}$ is nearly twice the accepted value of the incoherent cross section for nickel of 0.366 barn sterad ${ }^{-1}$. This fact is not understood by us, since the coherent-scattering spectrum agrees within $20 \%$ with that predicted from the coherent cross section, suggesting that our absolute intensity calibration using vanadium is not seriously in error. Also the general time independence of the incoherent background suggests that the background subtraction has been reasonably precise. We suspect that the most probable explanation lies in imperfect alignment of the cadmium shield over the resin-glued sample holder.

The increase in the apparent background at short wavelengths is well fitted by our inelastic contribution discussed in The profile-analysis procedure § (1). The derived coherent cross section $X_{2} \simeq 3$ barn sterad $^{-1}$ for
fit $A$ is of the same order of magnitude as the accepted value of 1.07 barn sterad ${ }^{-1}$, while the apparent harmonic coefficient of $0.18 \AA^{2}$ is also of the right order, especially as the value should be compared with that measured at high $\sin \theta / \lambda$. The more limited fits, $B, C$ and $D$, give less useful information from the background fits since the parameters become highly correlated over a limited $\sin \theta / \lambda$ range. As a method for measuring the Debye-Waller factor, the increase in background from inelasticity certainly gives a quick method valid over the limited $\sin \theta / \lambda$ range, but depends too much on the assumed incoherent approximation to be reliable for accurate work.

The line-shape asymmetry parameter $X_{4}$ has values between 1.6 and 1.4 and clearly decreases with increasing $\sin \theta / \lambda$. It would perhaps be worth while introduc-

Table 5. Profile-analysis fits including the anharmonic term

|  | $A:(2.109$ to $0.463 \AA)$ |  |  |  | $B:(1.284$ to $0.463 \AA)$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Spectrum | to $\left.2.09 \AA^{-1}\right)$ | $\left(0.75\right.$ to $\left.2.09 \AA^{-1}\right)$ |  |  |  |  |

* A value $B$ of $0.33 \AA^{2}$ around $\sin \theta / \lambda=1.5 \AA^{-1}$ with a $B$ of 0.37 at small $\sin \theta / \lambda$ is equivalent to $C \simeq-0.007 \AA^{4}$.


Fig. 9. A profile-analysis refinement of nickel powder data. The solid curve has a harmonic coefficient $B=0.37 \AA^{2}$ with an anharmonic term $C=-0.012 \AA$. It contains an extinction parameter derived from the lowest-order peaks.
ing a further parameter to describe this decrease. The line width is shown to be rather accurately proportional to wavelength, the width parameter $X_{5}$ varying only between $13 \cdot 2$ to $14 \cdot 4 \mu \mathrm{~s} \AA^{-1}$. This confirms the analysis of The profile-analysis procedure § (2). The constant is of course less than the intrinsic thermalization width of $7 \mu \mathrm{~s} \AA^{-1}$ because of the angular and distance broadening contributions.
The lattice parameter $X_{6}$ is seen to be extremely well determined by the powder-profile method. The fit $A$ gave a value $3.52313 \pm 0.00004 \AA$ within $2 \times 10^{-4}$ of the accepted value for this sample of $3.5237 \AA$. Relative values of lattice parameters may be made extremely accurately since they would depend only on the total flight path which can be very precisely measured and the time-of-flight zero which may be deduced within a microsecond or so from the form of the spectrum itself. An absolute determination of a lattice parameter would require a careful analysis of the delays in the neutron pulse caused by the thermalization process. For example the origin of the $6 \mu \mathrm{~s}$ wavelength-independent delay given by parameter $X_{7}$ is not clear to us. Another difficulty is given by the intensity of the coherent spectrum which is around $20 \%$ lower than given from the accepted coherent cross section of 1.066 barn sterad ${ }^{-1}$.
The harmonic coefficients given by our pulsed powder measurements are lower than the recent fixedwavelength measurements of $0.426 \pm 0.009 \AA^{2}$ from neutron measurements of Cooper \& Taylor (1969) or of $0.37 \pm 0.02 \AA^{2}$ from X-ray measurements of Inkinen \& Suorti (1964). We also see that the coefficient decreases from $0.34 \AA^{2}$ in fit $A$ to 0.30 in fit $C$ as the range of the fit is confined to higher values of $\sin \theta / \lambda$. This effect naturally suggests the inclusion of the anharmonicity term which reduces the effective har-
monic coefficient as $\sin \theta / \lambda$ is increased. Such a term will be considered in the next section.

Lastly we note the low statistical errors given by the profile analysis fits even those from the relatively short spectra of $B$ or $C$. It has been noted from fixed-wavelength neutron profile studies that it is the high $\sin \theta / \lambda$ region of highly overlapping peaks which leads to precise determinations of structural parameters (Hewat, 1973). This is certainly confirmed in our example by the high precision of the parameters deduced from spectrum $C$. The fit quality is shown by the solid line in Fig. 10, which is a fit to spectrum $A$ having $B=$ $0.34 \AA^{2}$. The dashed line shows the sensitivity of the high $\sin \theta / \lambda$ region of the spectrum to the value of the Debye-Waller factor. If the value of $B$ is increased say to $0.42 \AA^{2}$, and the intensity of the 422 peak at $0.7 \AA^{-1}$ is adjusted to remain unchanged, then the intensities around $1 \cdot 5 \AA^{-1}$ are reduced by $30 \%$, and are very easily observed.

## The effect of anharmonicity

The conventional harmonic coefficient $B$ represents physically the spatial dependence of the atoms arising from their thermal vibrations in a harmonic potential. In practice this potential will contain an anharmonic term $\gamma$ related to the fourth power of the atomic displacements $u$,

$$
\begin{equation*}
V=V_{0}+\frac{1}{2} \alpha u^{2}+\gamma u^{4} . \tag{42}
\end{equation*}
$$

There may also be other anisotropic terms showing the shape of the potential, but these are of high order and so small in face-centred cubic structures where the environment on any atom is rather symmetrical. Strictly the solution of the effective Debye-Waller factor for this potential is a complex problem since the


Fig. 10. Examples of the profile analysis refinement with $B=0.34 \AA^{2}$ (full line) and $B=0.42 \AA^{2}$ (dashed line).
detailed phonon eigenvectors must be known. However Willis (1969) has shown that within the approximation that the lattice is composed of uncoupled anharmonic oscillators, the effective Debye-Waller parameter is

$$
\begin{equation*}
2 W=Q^{2} \frac{k T}{\alpha_{0}}+Q^{4}(k T)^{3} \frac{2 \gamma}{\alpha^{4}} . \tag{43}
\end{equation*}
$$

Writing this in the form

$$
\begin{equation*}
2 W=2 B\left(\frac{\sin \theta}{\lambda}\right)^{2}+2 C\left(\frac{\sin \theta}{\lambda}\right)^{4}, \tag{44}
\end{equation*}
$$

we have the relations,

$$
\begin{equation*}
B=\frac{1}{2}(4 \pi)^{2} \cdot \frac{k T}{\alpha} \text { and } C=\frac{1}{2}(4 \pi)^{4}(k T)^{3} \frac{2 \gamma}{\alpha^{4}} . \tag{45}
\end{equation*}
$$

Since $\gamma$ is likely to be negative, the additional term is also negative and tends to reduce the effective term $B$. This is exactly in accord with the fits presented in the previous section where the fitted value of $B$ decreased as the $\sin \theta / \lambda$ range covered by the fit was increased.

We show in Table 5 results from ten-parameter fits including the anharmonic term as an adjustable parameter $X_{10}$. Fits were made to spectrum $A$ covering all of Fig. 9 and to spectrum $B$ covering only the upper half of the figure. In all cases the self-shielding correction was applied with the calculated cross section. It is seen that inclusion of the anharmonic parameter results in a considerable improvement in the quality of fit $\chi^{2}$. Both $A$ and $B$ spectra suggest an anharmonic term of order $C=0.007 \AA^{4}$ and also increase the harmonic term $B$ to $0.37 \AA^{2}$ in excellent agreement with the X-ray result $B=0.37 \pm 0.02 \AA^{2}$ of Inkinen \& Suortti (1964) and the theoretical value $B=0 \cdot 38 \AA^{2}$ from Barron \& Smith (1966). Constraining $B$ to this theoretical value gives only a slight increase in the anharmonic term. Constraining $B$ to the neutron measurement $B=$ $0.42 \AA^{2}$ gives a substantially increased anharmonic coefficient. The full line in Fig. 9 shows a fit to spectrum $A$ with the values $B=0.37 \AA^{2}$ and $C=-0.012 \AA^{4}$ obtained by applying the ten-parameter fit with the fixed extinction correction.

We conclude best values for the harmonic and anharmonic coefficients:

$$
\begin{align*}
& B=0.37 \pm 0 \cdot 1 \AA^{2} \\
& C=-0.010 \pm 0.005 \AA^{4} . \tag{46}
\end{align*}
$$

Using equations (45) we may deduce from their values the parameters of the potential $\alpha$ and $\gamma$ of

$$
\begin{align*}
& \alpha=8.8 \pm 0.2 \times 10^{-12} \operatorname{erg} \AA^{2} \\
& \gamma=-44 \pm 20 \times 10^{-12} \operatorname{erg} \AA^{4} . \tag{47}
\end{align*}
$$

This second-order term has the right sign and magnitude, but is clearly only rather inaccurately determined from our results unless a value is assumed for the second-order term $B$ in the Debye-Waller factor. Meas-
urements as a function of temperature are planned to obtain greater accuracy in these higher-order terms.

## Conclusions

It has been shown that pulsed neutron powder diffraction using an electron LINAC source and back-scattering geometry, enable useful powder profiles to be obtained at scattering vectors up to $24 \AA^{-1}(\sin \theta / \lambda=$ $2 \AA^{-1}$ ). The relatively short pulses and high intensity obtained at short wavelengths from LINAC sources enable both signal and percentage resolution to be maintained at the highest scattering vectors. A pattern from nickel powder was refined using profile-analysis techniques. The best fits were obtained with a DebyeWaller factor including a term to fourth order in $\sin \theta / \lambda$ expected from anharmonic theory. The associated conventional second-order term had the value $B=0.37 \AA^{2}$ in good agreement with X-ray and theoretical values.
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# Application of Theoretical Intensity Distribution Curves to the Analysis of Disordered ZnS-CdS and ZnS-ZnSe Crystals* 
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The possibility is discussed of applying the theoretical intensity distribution formulae to the structural analysis of solid solution crystals of $\mathrm{ZnS}-\mathrm{CdS}$ and $\mathrm{ZnS}-\mathrm{ZnSe}$ with stacking faults. It is pointed out that the irregular shape of the photometric curves, the appearance of intensity maxima connected with areas of disordered type structure, and splitting of the diffuse reflexions, renders impossible the application of theoretical intensity formulae. Theoretical intensity curves, obtained for the model of a structure with stacking faults, are proposed for structural analysis.

## Introduction

The ZnS crystals can be divided into two structural groups: polytypes, and structures with stacking faults. The structural analysis of polytypes consists of establishing the layer sequence periodicity in the unit cell thus determining completely the structure. The analysis of structures with stacking faults is much more complicated and calls for the introduction of parameters describing the degree of disorder in the arrangement of layers. The analysis of such structures can be of an approximate nature only, since it describes an infinite, statistically repeatable, sequence of layers forming the crystal. Polytypes usually occur in small areas of larger crystals or in the form of single crystals of macroscopic size (Brafman \& Steinberger, 1966; Brafman, Alexander \& Steinberger, 1967; Mardix, Kalman \& Steinberger, 1968; Alexander, Kalman, Mardix \& Steinberger, 1970; Rai, 1971a, 1972). Polytypes are usually accompanied by areas with stacking faults (Singer, 1963a; Rai \& Krishna, 1968). In the investigated $\mathrm{ZnS}-\mathrm{CdS}$ and $\mathrm{ZnS}-\mathrm{ZnSe}$ crystals, areas of about $5 \mathrm{~mm}^{2}$ showing similar stacking faults were found.

Polytype formation mechanisms suggested in the literature (Daniels, 1966; Mardix et al., 1968; Alexander et al., 1970; Rai, 1971a, b) are based on the analysis of known pure polytypes. Structures with

[^0]stacking faults may be considered as probable tran sition stages between pure polytype structures; hence the analysis of these structures may serve to explain the polytype growth mechanism.

## Experimental results

Crystals of $\mathrm{ZnS}-\mathrm{CdS}$ and $\mathrm{ZnS}-\mathrm{ZnSe}$ solid solutions were investigated by the oscillating-crystal method in a range of $15^{\circ}$ around the $c$ axis with $\mathrm{Cu} K \alpha$ radiation. The selected samples consisted of needles cut parallel to the $c$ axis, measuring $2-4 \mathrm{~mm}$ in length and about 0.5 mm in diameter. The X-ray beam was of 0.5 mm diameter. On the $c$ axis oscillation photograph a 10.L row of spots was obtained and subsequently in the intensity $-L / m$ coordinate system the photometric curve was plotted, where $m$ denotes the number of layers in the unit cell; e.g. the reflexion 10.1 for the structure $3 C$ remains in the position $\frac{1}{3}=0.333$, the reflexion 10.1 of the structure $15 H$ in position $\frac{1}{15}=$ 0.0667 etc. On the photometric curves broadened maxima were found in positions corresponding with $10 . L$ reflexions of the $2 H, 3 C, 4 H, 6 H$ and $10 H$ structures indicating that the latter polytype structural fragments appear in the crystal. The background observed on the photometric curves originates from disordered structure fragments. The analysis of the photometric curves of $10 . L$ rows of spots of X-ray pattern for crystals oscillating around the $c$ axis showed the occurrence of the following structures: $2 H+$ disorder (Fig. 1), $3 C+$ disorder (Fig. 2), $4 H+$ disorder (Fig. 3), $6 H+$ disorder (Fig. 4), $10 H+$ disorder, $2 H+4 H+$
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